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Abstract. We develop a new technique describing the non linear growth of interfaces. We apply this
analytical approach to the one dimensional Cahn-Hilliard equation. The dynamics is captured through a
solvability condition performed over a particular family of quasi-static solutions. The main result is that the
dynamics along this particular class of solutions can be expressed in terms of a simple ordinary differential
equation. The density profile of the stationary regime found at the end of the non-linear growth is also
well characterized. Numerical simulations are compared in a satisfactory way with the analytical results
through three different fitting methods and asymptotic dynamics are well recovered, even far from the

region where the approximations hold.

PACS. 05.45.Yv Solitons — 47.20.Ky Nonlinearity — 47.54.4r Pattern selection; pattern formation

Phase transitions arise when a homogeneous system is
turned into a thermodynamically unstable regime. The
homogeneous phase separates for example into two dif-
ferent phases, giving rise to interfaces dynamics or pat-
tern formation. The dynamics of this separation can be
classified into nucleation process (cavitation) and spin-
odal decomposition, occurring in problems as varied as
binary alloys, vapor condensation [1], ferromagnetic Ising
model [2] or thin films of copolymers [3]. Quite some time
ago Hillert [4], Cahn and Hilliard [5] proposed a model
which became very well know describing the dynamics
of the segregation for binary mixtures [6]. It corresponds
to Model B in the Hohenberg and Halperin’s classifica-
tion [2], for a conserved order parameter. The resulting
partial differential equation has been used to explain the
dynamics of pattern formation, and has been applied to
phase transition in liquid crystals [7], or segregation of
granular mixtures in a rotating drum [8].

The kinetics, associated with the phase transition is
usually composed of three stages: first, the linear instabil-
ity of the system leads to a creation of a modulation of the
order parameter at a well defined length scale. A different
(non linear) dynamical stage follows: the growth of the
modulation saturates and a pattern composed of well de-
fined interfaces is obtained. Finally, at the late stage, the
different domains interact in a coalescence process; the
number of domains diminishes ending up into two well-
separated phases.
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Numerical simulations of the Cahn-Hilliard (C-H)
equation modeling the dynamics after a quench in tem-
perature are shown in Figure 1, where the three stages de-
scribed above are well distinguished: exponential growth
of the fluctuations around a well defined wave length (ob-
serve the length scale selection from Fig. la to b), then
non-linear growth and its saturation Figure 1c (during this
stage, the typical length scale of the modulation does not
change significantly and is often considered as constant).
After saturation, the dynamics is dominated by the coa-
lescence of domains as shown from Figure 1c to d.

Numerous works on phase transition have been de-
voted to the coarsening dynamics, predicting the kinetics
of L(t), the macroscopic size of the domains. For instance,
for (C-H), scaling arguments and stability criterion give
the law L(t) ~ t'/3 for spatial dimension greater than one
and a logarithm behavior for one dimension [9].

In this paper, we focus on the less studied second
stage of spinodal decomposition, applied for the Cahn-
Hilliard equation in one spatial dimension. We work with
a constant diffusion coefficient, contrary to previous stud-
ies [10]. Using an ansatz based on the so-called soliton lat-
tice, we develop, via a solvability criterion, an analytical
approach valid for the region closed to the critical point
(i.e., for a symmetric mixture). A simple ordinary differen-
tial equation is obtained, describing the full dynamics. Its
integration is in very good agreement with numerical sim-
ulations and in qualitative agreement with the scenario
suggested by AFM experiments for spinodal decomposi-
tion in mixtures of block co-polymers [3]. In addition, it
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Fig. 1. Time evolution of the order parameter &(z,t) for ¢ = —1, dz = 0.1227. (a) initial conditions at ¢ = 0 are taken

randomly with a very low amplitude (5 x 107%); (b) at time ¢ = 15, the amplitude of the modulation has decreased, while only
long wavelength contributions are still present. The small scales perturbations have been damped by the (C-H) dynamics; (c)
at t = 225, the modulation has almost reached its final amplitude, keeping roughly the same number of peaks as before; (d) at
t = 1800, the coarsening process has reduced slightly the number of domains.

predicts the density profile associated with the stationary
regime which ends this non-linear growth.

The Cahn-Hilliard theory results in a modified diffu-
sion equation:
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Here @ is the real order parameter and € the dimensionless
control parameter (for example, a reduced temperature).
This equation has been derived from microscopic consid-
eration by Langer [11].

Spinodal decomposition is the dynamics by which
phase separation occurs when a system is quenched into
a thermodynamically unstable state. Equation (1) models
this mechanism if one changes suddenly (at time ¢ = 0),
from a positive value of € to a negative one. Starting at
time ¢ = 0 with a random initial condition of small am-
plitude, the system will separate into the two thermo-
dynamically stable phases with corresponding amplitudes
P = ig. If the density distribution is considered as a
sum of Fourier modes:

&(x,t) = Z ¢>qeiq”+"t
q

then, linearizing equation (1) around the homogeneous so-
lution @ =0 (i.e. neglecting the non linear term &3), we

obtain the amplification factor o(q) = —(¢* + 5)¢*. For
e >0, o(q) is negative for all ¢, and ¢ = 0 is the only

- and the

perturbation of larger wavelength can grow exponentially
in time. On the other hands, the small wavelength per-
turbations are damped as it can be seen between Fig-
ure la and b. The fastest amplification factor is reached
for ¢ = qumax = ‘/;_E (with omax = %) This maximum am-
plification factor dominates the first stage of the dynamics
and explains why the modulations appear at a well defined
wave length.

For € <0, equation (1) admits in fact a family of sta-
tionary solution, the so-called soliton-lattice [12]:

solution. For ¢ < 0, o is positive for ¢ <

T . 1 k2 +1
By, - (z) = kASn <E’ k) with € = % = /22— (2)

where Sn(x,k) is the Jacobian elliptic function sine-
amplitude. This family of solutions is parametrized by ¢
and the modulus k& € [0,1]. These solutions describe a
periodic pattern of period

T = 4K (k)¢, where K

2 dt
(k) = / NaTrEer
0 1—Kk2sin”t
is the complete Jacobian elliptic integral of the first kind.
The soliton-lattice solution can be associated with a phase
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segregation locally limited by the finite diffusion coeffi-
cient. For k=1, we recover the usual interface:

VIEL <W> |

P) = 5 2

In the limit k£ — 0, it describes a small-amplitude sinu-

soidal modulation:
H sin H:c
2 2 '

The particular study of the non linear growth can be
simplified by taking advantage of the observation that the
kinetics occurs almost at constant wave length. In fact, in
one and two dimensions, one observes a pattern of bubbles
of quite homogeneous size, which is somehow frozen dur-
ing the growth (only the amplitude of the pattern evolves).
The time for this evolution scales like 1/0yq., while the
coalescence dynamics is a self-inhibiting process; it is then
reasonable to consider that the periodicity of the struc-
tures remain constant during the finite time of the growth.
Thus we now seek to solve in one dimension equation (1)
for a fixed temperature q:

o9
ot

while restricting the periodicity of the modulation to be

@k’g(l') =k

(0,6) = 20,0 (20 +20° ~ 0,00), (1)

=L associated
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strictly constant and defined by T" = 4x

with gmas = ‘;Ol. Initial conditions should be the sine

mode sin(¢maz2) with a small amplitude p (¢ < 1/€0/2).
We now make the ansatz that these solutions, at first or-
der, belong at any time to the two parameters family of
solutions @ .«, with & and €* being functions of time.
Since the period is chosen to be constant, using equa-
tions (2, 3), we find that & and ¢* are related one to each
other through:

e =" (k) = 2(1 + ke K2 (k) /7. (5)

Eventually, we have selected a one parameter sub-
family of solutions of given spatial periodicity (that we
will call ¥*(x, k) later on):

o (Y, ).

U (x, k) =

The dynamics of @(x,t) has been reduced to the evolu-
tion of k(t) (or €*(t)). Given a function ¢ (obtained either
from experimental data or numerical simulation of equa-
tion (4)) at time ¢, the ansatz assumes that there exists a k
so that @(z,t) ~ ¥*(x, k). For this purpose, we developed
three different algorithms, making use of general proper-
ties of the family of solutions @ .: k can be deduced both
from the amplitude of the oscillation equals to ¥—=CkK (k)
or from the relation k =1 — ((@(T/2, t)/®(T/4,t))? — 1)2;
on the other hand a straightforward computation relates k
to the ratio of the two first terms of the Fourier transform
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Fig. 2. Comparison for time ¢ = 100 and ¢ = 140 between the
numerical solution of (4) (circles) and the functions ¥*(z, k),
with k extrapolated from the Fourier transform of @(z,t). Ini-
tial conditions are taken to be p = 1074,

of @. These three methods give similar results within an
error of one percent. However, the validity of the ansatz
has still to be checked by comparing the initial function
&(x,t) with the extrapolated function ¥*(z, k) obtained
by one of these three procedures. It is shown in Figure 2
for two different times of a numerical simulation of (4);
we observed that the relative differences between the two
function is less than 0.01.

The aim of this work is to show that k(t) can be
deduced analytically, via an explicit ordinary differential
equation. Therefore, in what follows, we will seek the so-
lution of (4) in the form:

é(x’t) :g/*(x’k(t)) +7790(Iat) (6)

where ¢ accounts for high order correction terms to ¥*,
while the “ansatz” assumes that n <1.

£*(t) can be interpreted as a fictitious temperature: it
is the temperature extracted from the profile at a given
time, using equation (5). Initial conditions correspond to
the limit £ — 0 and the equivalent temperature . In order
to describe the evolution of the modulus k(t), or equiva-
lently the dynamics for £*(t), we will use the so-called
solvability condition technique. Substituting formula (6)
in the Cahn-Hilliard equation (4) gives the following dy-
namics:

0B k0
ot YT ok at T Ta? T
82
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where we have kept only the lowest order terms in the
perturbation. As ¥* (z, k (t)) satisfies the relation:

X (k)T* + 4w*3 — 2V20* = 0,
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we then have the following dynamics:

aw*%+(*f )@4, 2 _

Ok at '\ T Ty T
9% o *2 2
ﬂ@(gswrﬁ@ ¢ — Vo).

The balance of the different terms gives the small pa-
rameter of the expansion 1 ~ £* — gg; we obtain % ~ 7
and O;p ~ ny. Neglecting the terms of order n? in the
previous equation, we end up solving the linear system:

0? ov* dk 0?
v _ v * _g}*
92 L9 = G @ TE g
where, L is the linearized C-H operator Ly =

(% + 60*2 — VQ) . Strictly speaking, this analysis is
valid only for € ~¢£g; however, it is a classical assumption
of solvability condition (confirmed below by the numeri-
cal results presented in Fig. 3) to expand it for the whole
dynamics. A necessary condition for solution is that the
right hand side of the system is orthogonal to the kernel of
the adjoint operator (&L.zﬁ)f. Indeed, defining the scalar
product over one period T as:

(flg) = / f(2)g(z)dz

we obtain for any distribution f GKer((g—;E)Jr):

ors dk o2 02
<f| ok 'EJF(E *Eo)@w > <f | @E(Sﬁ)>
02 "
~{(Gme) 119 =0
Since L is a self-adjoint operator, we have (é,‘a—;z[:)Jr =

Eaa—;. Therefore we are looking for function f, such that
;—;f € Ker(£). The Goldstone mode 9Py -+, for ¢ =
£* =const., is an element of Ker(L"), and if we consider
the distribution y(z,t), such that aa—;x(x,t) = Py .+ (),
then Opy € Ker((d,2£)"). Thus, we obtain the desired
equation for %:

dk

Uy —
(OkX | O >dt

(c0 — €")(Okx | 022 Ppcv)
go—¢e"  —1kK(k)
<

~K().
where E(k) = [? \/1— k2sin? xdz is the complete Ja-
cobian elliptic integral of the second kind. The L.h.s can
be expressed using 1(z, t), defined as 8—5381/1:47*, and which
reads:

¥ (z,t) =In <Dn<§, k) — kCn <§ k)) - %ln(l — k).

2B (k)
1— k2

(7)
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Fig. 3. Comparison between the solution of the ordinary dif-
ferential equation (8) for the modulus k(t) (gray curve) and the
modulus extracted from the full (C-H) dynamics (black line)
with the same initial condition k(0) = 2 x 10™*. The dynamics
converges to ks in both case for large time. The inset shows the
exponential convergence of both curves in asymptotic regime,
where the solubility condition is valid; it compares well with
ks — k(t) ~ e_ggt/s; in addition, far from ks, the exponential

—e3t/16

growth for small time k() ~ e is also retrieved by equa-

tion (8).

Cn and Dn are the Jacobi elliptic function cosine and delta
amplitudes respectively. Finally:

= —(O¥ | Optp) = —|Eo|_%1(k)

where I(k) is independent of 9. Equation (7) can be even-
tually recast in the following differential equation for k(t):

(OkX | OxWh,ex)

dk eo®kK (k)
at (k)

" <<1+2k2> - (ﬂir(k))Q)(

This equation provides the time scale dependence in
g5 2 for the dynamics, already predicted by the (C-H) lin-
ear theory. The r.h.s. is in fact proportional to g9 —e*,
and the dynamics ends when the fictitious temperature
reaches the thermodynamical one eg; this occurs when
k% is equal to k? = 0.471941 which is solution of the
equation K(k)y/2(1+ k?) = . Thus, the asymptotic
steady state solution of equation (4) for a given period
is: limy,0o®@(x,t) = ¥*(x, ks). It corresponds to the end
of the non-linear growth (in Fig. 1c) and the value of k,
associated with this steady state is retrieved numerically
by the three methods explained above. Equation (8) can
be solved numerically. The result, displayed on Figure 3
shows good agreement with the numerical simulations of

2B (k)
1 k2

- K(k). (8)
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(C-H). Particularly, the exponential convergence to ks is
well described (see the inset of Fig. 3). Moreover, equa-
tion (8) remains valid even for k far from ks, since the
exponential growth for small k is exactly found (corre-
sponding to 0,,e. =3/16).

We have shown that the choice of an ansatz within the
soliton-lattice family allows a reliable description of the
one dimensional dynamics of the spinodal decomposition,
valid even for the early stage of the dynamics. Contrary
to reference [14], our ansatz rely on the hypothesis that
during the first two stages of the dynamics, the periodic-
ity of the order parameter remains constant. In this sense,
it is an adiabatic ansatz. The validity of the assumptions
has been investigated in details (see also Ref. [13]) and
checked numerically (see Fig. 2). It enables to model the
non-linear growth starting with spatial random initial con-
ditions and predicts the stationary profile ¥y . Only after
the order parameter distribution has reached this specific
profile, starts the noise to be pertinent for the dynamics;
it can be modeled by a random noise term added at the
r.h.s. of equation (1), as was shown by Langer. Although
this profile might not be observable in a usual phase tran-
sition due to its instability [11], it might be relevant for
the axial segregation in rotating drums [15], where the
dynamics ends after the second stage.

The use of the solvability technique combined with the
choice of an adiabatic ansatz might be generalized to the
study of other non linear dynamics. For instance, spin-
odal decomposition in superfluid Helium or Bose conden-
sate has been argued to be described by a cubic-quintic
non linear equation [16]; in this particular case, one needs
to retrieve a relevant soliton-like family of solutions along
which to compute the adiabatic dynamics. The same diffi-
culties would arise when the method is adapted to higher
space dimensions. However, these questions are postponed
for future studies.

Finally, this approach could be used to explore the
self-similar scenario for coalescence depicted in refer-
ence [3], starting with the previous stationary distribution
as initial condition. The only change will be in the use of
a family of ansatz of growing periodicity T;,, which would
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also be a slow variable of the position, since the coales-
cence is controlled by local interactions of the pattern [17]:
indeed, numerical studies [13] seem to show for late times
the generation of higher harmonics which could be asso-
ciated with this self-similar scenario.

The authors are grateful to David Andelman and Sergio Rica
for helpful discussions.
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